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Order-of-Addition Experiment

Lady and Tea Tasting (Fisher)

Milk       Tea     or
Tea       Milk

UK
Three-Cup Chicken

三 杯 鸡 Three Cups：

酱油 Soy Sauce

米酒 Wine

麻油 Sesame Oil

Which first? Which last? Does it matter?

China
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There are m! possible combinations, 
how could we run fraction of them?

12 
21

123
132
213
231
312
321

1234   1243   1423    4123
1324   1342   1432    4123
2134   2143    2413   4213
2314   2341    2431   4231
3124   3142    3412   4312
3214   3241    3421   4321

Order of addition 
(OofA) experiment:

the requirement for 
Ran, Crm1 and NXT1, 
etc

Journal of Cell Biology 
(2001)
—m is about 10.

For three components, there are 3!=6 
possible “treatments” to be tested.

In general, there are m! treatments to be 
tested.
for example, 10!=3,638,800.
This may not be feasible.

OofA in Gnetics Areas
The construction of phylogenetic trees 
depends on the order of taxa
Many taxa (more than 10) are involved…

Often, a set of random orders are tested 
(Olsen et al. 1994, Stewart et al. 2001)
How to choose a subset of the orders?

Randomly or systematically???
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OofA in Different Areas
Food science: Fuleki and Francis(1968)
Bio-chemistry Science: Shinohara & Ogawa (1998)
Food science: Jourdain et al. (2009)
Nutritional science: Karim et al. (2000)
Pharmaceutical science: Rajaonarivony et al. 
(1993)

Experiments are needed to find the optimal 
addition order!

Research Issues

How to run (small) n, 
among those m! experiments,
to find out the “optimal” 
sequence/order-of-addition (OofA)?

Note: 10!=3,628,800

Linking to conventional design…

What are the experimental 
variables (Xi’s)?

What is the experimental unit?

Model Formulation

for Order-of-Addition Experiment
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Pairwise-order (PWO) model
Van Nostrand (1995)

Suppose there are ݉ components to be 
added, denoted by 1,2,… ,݉
For any order ࢇ and 1 ൑ ݆ ൏ ݇ ൑ ݉, define the 
PWO factor

For example, 312=ࢇ implies
ଵଶݖ ൌ ൅1,		ݖଵଷൌ െ1, 	ܽ݊݀ ଶଷݖ ൌ െ1

Problem Formulation (m=3 example)

Model

Test

Sequence I1→2 I1→3 I2→3

1 2 3 + + +
1 3 2 + + −
2 1 3 − + +
2 3 1 − − +
3 1 2 + − −
3 2 1 − − −

PWO model
For  any order ࢇ affects the response via 
the Pairwise-order (PWO) effect

߬ ࢇ : expected response arising from ࢇ
௝௞ߚ ’s: linear coefficients to estimate

With ݉ components, 
there are ௠

ଶ PWO factors.

Research Issues
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Full PWO Design

As compared with 23 Full Factorial design, the 
treatment   and  are not feasible.

m=4 

Information matrix of PWO Design
The moment matrix (information matrix) of 
full PWO design:
௙ۻ ൌ ௙܆ ௙/ܰ,  with܆௙்܆ ൌ ሾ૚, ௙ሿ܈ and ܰ ൌ ݉!

for ݉ ൌ ௙ۻ ,4 ൌ diagሺ1,ۻ෩௙ሻ and

Main Challenge
The moment matrix is complicated

The PWO design region is irregular, 
due to the transitive property

If ݖ௝௞ ൌ ൅ and ݖ௞௟ ൌ ൅ then ݖ௝௟ must be +. 
the level combination ሺ൅,൅,െሻ	is invalid 
for the triplet ሺݖ௝௞, ,௞௟ݖ ௞௟ሻݖ
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Optimality Theorem

Theorem 1.
The moment matrix of PWO full design is 
߶-optimal among all full/fractional PWO 
design,
for any design optimality criterion ߶
which is concave and signed-permutation 
invariant. 

Optimality Theorem
the full PWO design is optimal under:

	max	criterion = arg-ࡰ det ۻ ଵ/௣, ݌ ൌ ௠
ଶ ൅ 1

criterion ൌ-ܣ arg	min	tr	ሺିۻଵሻ
criterion ൌ-ܧ arg	max	ߣ୫୧୬	ሺۻሻ
.ܯ ܵ.-criterion ൌ arg	min	tr	 ଶۻ

Explicit Values for the Optimality Criteria

Explict values of the ܯ/-ܧ/-ܣ/-ܦ. ܵ.-
criteria are needed for comparative 
purpose

Benchmarks to assess the efficiency of any 
smaller design

To derive such criteria, the 
eigen-structure of ۻ௙ is investigated

Explicit Values for the Optimality Criteria

1+(2¦݉)=݌
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Peng, Mukerjee and Lin (2017)

Minimal-point PWO Designs

There are  m! possible runs, 
the minimal point PWO design 
requires ࢓૛ ൅ ૚ runs

Two Extremes  (and in-between)
Lowest Cost

Minimal-Point 
PWO design

Run size

n=
݉
2 ൅1

Highest Cost

Full 
PWO design

Run size
n=m!

In
Between

m=3   m!=6  &  ݉2 +1=4;
which (best) 4 among those 6 runs?
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m=4  
 m!=24  
&  ݉2 +1=7;

which 
(best) 7 
among 
those 24 runs?

m=3   m!=6  &  ݉2 +1=4;

which (best) 4 among those 6 runs?

There are 64 =15 possibilities. 

Maximun D-efficiency: 0.71

Sample design:    123, 213, 132, 231

123   
213   
132   
231   

21I 31I 32I

Minimal-Point Design (m=3)

D-efficiency of full design: 0.88
Relative Efficiency: 0.71/0.88= 0.81

3

12

m=4  m!=24  &  ݉2 +1=7;
which (best) 7  among those 24 runs?

There are 247 =346,104 possibilities. 

34/346104
=0.000098
(<104)
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Maximun D-efficiency: 0.70
Sample design:
1234, 2134,1324,3214,1243,2341,3142

1234      
2134      
1324      
3214      
1243      
2341      
3142      

21I 31I 32I 41I 43I42I

Minimal-Point Design (m=4)

D-efficiency of the full design(4!=24): 0.78   Relative Efficiency: 0.70/0.78= 0.90

56.7%

For m>5, 

݉!
݉
2 ൅ 1 ൌ 120

11 is too large!

need a systematic construction 
method!

• Distribution of the D-efficiency of the 11- point 
designs  for m=5 is infeasible to search.

• Design with maximal D-efficiency 0.591 from 
107 (10 millions) fractions of the PWO design            

Take H1=(Q:1)
then H is a minimal-point OofA design.

H2 is a matrix with all elements=1;
H3 is a matrix with all elements=+1;
H4=(hij) is a matrix with elements=+1, if       ;

and 1 otherwise.

its d-efficieny is

Construction of 
minimal-point OofA designs  (m>6)

ji 
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D-efficiencies of 
the full PWO designs and the minimal-point designs

Zhao, Lin and Liu (2017)

A Class of Optimal Fractional 
PWO Design
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Information matrix of PWO Design
The moment matrix (information matrix) of 
full PWO design:
௙ۻ ൌ ௙܆ ௙/ܰ,  with܆௙்܆ ൌ ሾ૚, ௙ሿ܈ and ܰ ൌ ݉!

for ݉ ൌ ௙ۻ ,4 ൌ diagሺ1,ۻ෩௙ሻ and

An example of Optimal PWO Design

For m=4 (m!=24), the following (half) 
fractional PWO design is “optimal.”

It share the same moment 
matrix with the full PWO design.

An Example of Optimal Design
This design entails a partitioned structure: Extension to larger ݉

Such a construction method can be 
extended to any larger, even ݉.

Theorem 3.
For any ݉ ൒ 4 and any 2 ൑ ݎ ൑ ݉/2, 
there exist optimal PWO designs with ݉
components and ݉!/	ݎ!	runs.
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Application—
Job Scheduling Problem

Real Application of OofA Experiments

Job Scheduling 
“plays an important role in 
most manufacturing and 
production systems as well 
as in most information 
processing environments” 
(Pinedo 2016)

A wide class of scheduling 
problems is “permutation 
scheduling”, which seeks 
an optimal order of ݉ jobs

(Pinedo, 2016)

An Illustrative Example
Job Scheduling

The machine can process only one job at a time
Process three jobs on a machine
The process time is 

5 hours for the 1st job
3 hours for the 2nd job
2 hours for the 3rd job

The three jobs must be processed one after one.

The completion time (may be viewed as a “delay time”) 
corresponds to a cost.
The total cost function is known to be 
ࢃ ൌ	ࢃ૚ ൅ࢃ૛ ൅ࢃ૜, e.g.,	. ଵܹ ൌ ଵଶ, ଶܹݔ6 ൌ ଶଶ, ଷܹݔ8 ൌ ଷଶݔ7

3!=6 possible sequences of 
processing the jobs

Consider the order 1->2->3

Completion time 
for job 1:
૚࢞ ൌ ૞hr

Completion time 
for job 2:
૛=5+3=8hr࢞

Completion time for 
job 3:

૜=5+3+2= 10hr࢞

૚࢚ ൌ ૞ܚܐ

Job 1

૛࢚ ൌ ૜ܚܐ

Job 2

૜࢚ ൌ ૛ܚܐ

Job 3

An Illustrative Example
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An Illustrative Example

The total cost function is known to be
ࢃ ൌ	ࢃ૚ ൅ࢃ૛ ൅ࢃ૜,
where  ଵܹ ൌ ଵଶ, ଶܹݔ6 ൌ ଶଶ, ଷܹݔ8 ൌ 	ଷଶݔ7

Thus the job-order 1->2->3 has a total cost of
ࢃ ൌ	 ଵܹ ൅ ଶܹ ൅ ଷܹ ൌ ଵଶݔ6 ൅ ଶଶݔ8 ൅ ଷଶݔ7

ൌ 6 ൈ 5ଶ ൅ 8 ൈ 8ଶ ൅ 7 ൈ 10ଶ ൌ ૚૜૟૛

૚࢚ ൌ ૞ܚܐ ૛࢚ ൌ ૜ܚܐ ૜࢚ ൌ ૛ܚܐ

Completion time for 
job 1:
૚࢞ ൌ ૞hr

Completion time for 
job 2:
૛=5+3=8hr࢞

Completion time for job 3:
૜=5+3+2=10hr࢞

Job 1 Job 2 Job 3

An Illustrative Example
Consider a different order  3->1->2

The order 3->1->2 has a total cost of
ࢃ ൌ 6 ൈ 7ଶ ൅ 8 ൈ 10ଶ ൅ 7 ൈ 2ଶ ൌ ૚૚૛૛

ଷ=2hrݔ

૚࢚ ൌ ૞ܚܐ

Job 1

૛࢚ ൌ ૜ܚܐ

Job 2

૜࢚ ൌ ૛ܚܐ

Job 3

ଵ=2+5=7hrݔଶ=2+3+5=10hrݔ

An Illustrative Example

Different orders yield different costs

Order Completion 
times ሺ࢞૚, ,૛࢞ ૜ሻ࢞

Total cost 
ܹ

123 (5, 8, 10) 1362

132 (5, 10, 7) 1293

213 (8, 3, 10) 1156

231 (10, 3, 5) 847

312 (7, 10, 2) 1122

321 (10, 5, 3) 828

321 yields the minimum cost!

Single Machine Problem With Quadratic Cost:
General Setup

݉ jobs 
processed on a machine one after another
Job-݅ has a process time of ௜ܲ
Given a job-order ࢇ ൌ ܽଵ⋯ܽ௠, the 
completion time of job- ௝ܽ is

௔ೕܥ ൌ෍ ௔ܲ೔

௝

௜ୀଵ

For any ݇ ൌ ௝ܽ, denote ܥ௞ሺܽሻ ൌ ௔ೕܥ
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The cost due to the completion times is

ܹࢇ ൌ ෍ ሻࢇ௞ଶሺܥ௞ݓ
௠

௞ୀଵ
where ݓ௞’s being pre-specified weights

The goal is to 
find a job-order such that ܹࢇ is minimized
Like Travel Salesman Problem (TSP), this is an 
NP-Hard Problem.
This is also an Order-of-Addition problem!

Single Machine Problem With Quadratic Cost:
General Setup

Existing approach: branch-and-bound
The cost model ܹࢇ ൌ ∑ ሻ௠ࢇ௞ଶሺܥ௞ݓ

௞ୀଵ is unknown
Consider an approximate approach
o Fit an approximate model via testing a few job-orders
o Speculate the optimal order(s) from the approximate model

Single Machine Problem With Quadratic Cost

A Working Example

m=6 jobs

௜ܲ’s: 1.19, 0.03, 1.76, 0.21, 0.03, 1.55 
(generated from ߯ଵଶ)

 ௜’s: 3.86 0.55 1.31 1.07 1.80 0.08ݓ
(generated from ߯ଵଶ)

Suppose the underlying true model 
ܹࢇ ൌ ∑ ሻ௠ࢇ௞ଶሺܥ௞ݓ

௞ୀଵ is unknown to us

A Working Example
• the PWO model is 

used as the 
approximate 
model

• Test the job 
orders in an 
optimal PWO 
design

• A 24-run optimal 
design from 
Voelkel (2017)

1 2 6 3 5 4
1 3 5 4 6 2
1 4 2 6 5 3
1 5 6 2 4 3
2 1 4 3 6 5
2 3 4 5 1 6
2 5 4 3 6 1
2 6 4 1 3 5
3 1 6 2 4 5
3 2 5 6 1 4
3 4 2 1 5 6
3 6 1 4 5 2
3 6 5 4 1 2
4 1 5 3 2 6
4 5 6 1 2 3
4 6 3 1 2 5
4 6 3 5 2 1
5 1 3 2 4 6
5 1 6 4 3 2
5 2 6 3 1 4
5 4 2 3 1 6
6 2 1 5 3 4
6 4 2 5 1 3
6 5 3 2 4 1

95.5
58.0
55.5
52.5
64.1
57.9
94.4

108.3
115.5
117.2
70.3

159.7
137.8

32.2
69.4

155.5
134.2

35.3
57.8

119.6
47.4
96.7
76.0

127.1

Obtain 
s’ࢇࢃ
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A Working Example
• Model

• Hypothesis Testing

• An optimal order should be 
consistent with the favorable 
precedence patterns indicated 
by the significant variables

Significant
variables

Signs 
of the 
effects

Favorable 
patterns

2 precedes 1

1 precedes 3

4 precedes 1

5 precedes 1

1 precedes 6

5 precedes 3

3 precedes 6

5 precedes 6

Eሺܻ|ࢇሻ ൌ ଴ߚ ൅ ෍ ௝௞ߚ ⋅ ሻࢇ௝௞ሺݖ
ଵஸ௝ழ௞ஸ௠

:଴ܪ ௝௞ߚ ൌ 0

ݍ ൌ ௠
ଶ = ଺

ଶ =15 ij’s to be tested

Model Diagnostics 

Regression 
diagnostics: 

No assumption is 
obviously violated

A Working Example

Optimal order(s) can be found by topological sorting in a directed graph:
Any favorable pattern “ݑ precedes ݒ"	indicates an edge from ݑ	to ݒ

Favorable 
patterns
2 precedes 1

1 precedes 3

4 precedes 1

5 precedes 1

1 precedes 6

5 precedes 3

3 precedes 6

5 precedes 6

1

2

5

4

3

6

A Working Example

Order

425136 23.89

452136 23.87

542136 23.78

524136 23.75

254136 23.76

245136 23.87

Obtain 6 optimal orders using the (linear-time) topological 
sorting algorithm (Knuth and Szwarcfiter 1974)

1

2

5

4

3

6
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• Evaluate all possible order of the 
m=6 jobs (a total of 6!=720 
orders)

• Findings: 
• The minimum among all 720 

orders is  ܹ=23.73.
• Our obtained orders rank the 

3rd to 8th among all the 720 
orders 
–(nearly) optimal!  The 

difference is insignificant!!

Confirmation

Order

425136 23.89

452136 23.87

542136 23.78

524136 23.75

254136 23.76

245136 23.87

OofA Model and Design in Real-life
and Modern Scheduling Problems 

• A large variety of job scheduling problems in practice: 
different job-machine setups/cost functions

• The OofA approach is potentially useful as
• An effect approximate method for large-scale scheduling 

(usually NP-hard)
• A generic approach for different types of scheduling 

problems;
particularly useful when (1) the problem type might vary at 
any time – online scheduling (2) the cost function is unknown 
– black box

• A method of determining initial points for existing heuristic 
algorithms, such as simulated annealing and genetic 
algorithm

• A tool for challenging problems with stochastic process times

Conclusion
The optimality theory for PWO designs
The explicit values of optimality criteria
Description on the orthogonality of any PWO 
design
Systematic construction of efficient minimal-
point PWO designs
Systematic construction of optimal fractional 
PWO designs
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